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RECOGNITION OF HANDWRITTEN NUMBERS  
BASED ON CONVOLUTIONAL NEURAL NETWORKS 

Abstract: This article deals with the problem of practical implementation of 
handwritten digit recognition based on convolutional neural networks (CNN). The CNN 
architecture is presented and analyzed, for which it is recommended to use cross entropy as a 
loss function during training, and the Softmax function as an activation function of the last 
CNN layer. It is also recommended to use the well-known error back propagation algorithm 
to implement the CNN learning algorithm. To do this, the article presents the main relations 
for errors at each layer. 
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Introduction 

Deep neural networks are currently becoming one of the most popular machine 
learning methods in the field of artificial intelligence. They show better results compared to 
alternative methods in such areas as speech recognition, natural language processing, 
computer vision [1], medical informatics [2], etc. One of the reasons for the successful use of 
deep neural networks is that the network automatically selects important features from the 
data that are necessary for solving the problem. In alternative machine learning algorithms the 
people distribute this functions. For this purpose, there is a specialized field of research — 
functional engineering. However, when processing large amounts of data, the neural network 
copes with the selection of features much better than a person. 

The model of artificial neural networks was proposed in 1943 [4], and the term «deep 
learning» has been widely used in the scientific community since 2006 [5,6]. Prior to this, the 
terms loading deep networks [7,8] and learning deep memories [9] were used. 

The growth in the popularity of deep neural networks that has been taking place in the 
last few years can be explained by three factors: 

First, there was a significant increase in the performance of computers, including GPU 
(Graphics  Processing  Unit)  computing  accelerators,  which  made  it  possible  to train deep 
neural networks much faster and with higher accuracy [10].        

1. Secondly, a large amount of data has been accumulated that is necessary for
training deep neural networks. 
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2. Third, methods of training neural networks have been developed that allow for fast 
and high-quality training of networks consisting of one hundred or more layers [11], which 
was previously impossible due to the problem of disappearing gradient and retraining.  

3. The combination of three factors led to significant progress in the training of deep 
neural networks and their practical use, which allowed deep neural networks to take a leading 
position among machine learning methods. 

Problem statement 

One of the urgent tasks of pattern recognition, which have an undoubted practical 
value in many areas of human activity, is the identification of handwritten digits as objects of 
the classification task.  

The statement of the classification problem is as follows [7]: there are many objects 
divided in some way into classes. A finite set of objects is given for which it is known which 
classes they belong to. This set is called a training sample. The class affiliation of the 
remaining objects is unknown. It is required to build an algorithm that can classify an 
arbitrary object, in our case, a handwritten digit, from the original set. 

Solving the problem 

As a data set, it is proposed to use a sample of the MNIST («Modified National 
Institute of Standards and Technology) database of samples of handwritten digits widely 
known in machine learning circles [9]. In it, the training sample contains 60,000 samples of 
digits, and the test sample contains 10,000 samples of digits. Each sample is a two-
dimensional matrix of numbers from 0 to 255 with a size of 28×28 pixels. Examples of 
figures from this sample are shown in Fig. 1.     

 

Figure 1. Examples of numbers from the MNIST sample 
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The MNIST sample should be normalized before training, i.e. all the values of the 
matrices should be divided by 256 in order to bring them into the interval [0,1]. A test sample 
is a set of objects that is not included in the training sample and serves for the validation of a 
neural network. To solve the classification problem using a neural network, it is 
recommended to use the cross entropy as a loss function to calculate the error between the 
output response of the network and the reference vector: 

С =  −∑ 𝒀𝑖𝑙𝑜𝑔𝒚𝑖𝑛
𝑖=1 ,                                                        (1) 

where 𝒚𝑖 – the vector of the output values of the network, and 𝒀𝑖 – the vector of the network 
reference values for a specific input sample.  

As the activation function of the last layer of the convolutional neural network (CNN), 
it is proposed to use the Softmax function [8]. 

The Softmax function and its derivative for some output vector Zj are calculated using 
the following formulas: 

σ(𝒁j) = 𝑒𝑧𝑗 

∑ 𝑒𝑧𝑖 𝑛
𝑖

 ,                                                             (2) 

σ̇(𝐙𝑗)  =  σ(𝐙𝑗)�1 −  𝜎(𝐙𝑗)�.                                                  (3) 
When applying the Softmax function to the output signal, the values of the probabilities 

of the input image belonging to a particular class are obtained at the output of the CNN. 
To implement this task, it is necessary to build an appropriate CNN, the architecture of 

which is shown in Fig. 2. As can be seen from Fig. 2, the CNN consists of the following types 
of layers (from left to right): 

1. Convolutional layer –  this layer convolutes the input matrix with the convolution 
core. The number of convolution cores determines the number of feature maps – the first is 
equal to the second.  

 

Figure 2. CNN architecture for digit classification problems 

2. Subsampling, or pooling layer – this layer takes the result of the convolution of the 
previous layer in the form of a matrix and compresses this matrix. This is done in order to 
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highlight low-level features and reduce the data size. As a compression function, the 
arithmetic mean of the elements over the window or the maximum value over the window is 
most often used. 

3. Fully-connected layer. A one-dimensional vector is fed to this layer from the 
convolutional / subsample layer standing in front of it, and this vector is obtained from the 
matrix by writing its elements line by line in one line. 

  The following main features of the CNN architecture can be distinguished for the 
tasks of classifying objects in the image:  

− the input layer of the CNN is convolutional, and the output layer is fully connected; 
− convolutional and subsample layers alternate with each other, and after their 

alternation, completely connected layers follow (at least 1). Thus, the final part of the CNN is 
nothing more than a fully-connected perceptron. 

In a fully-connected CNN layer, each neuron of the first layer of neurons is connected 
to each neuron of the second layer of neurons (i.e., according to the principle «each with 
each»). The values of the neurons of the second layer are calculated using the following 
formulas [4]: 

𝑙2𝑗 = 𝐹�𝑆2𝑗�,                                                              (4) 

𝑆2𝑗  = �∑ 𝑙1𝑗𝑛
𝑖 𝜔𝑖𝑗�–𝑇2𝑗,                                                    (5) 

where 𝐹�𝑆2𝑗� – the value of the activation function from the weighted sum 𝑆2𝑗; 𝑙1𝑗 and  𝑙2𝑗 – 
the values of the i-th neuron of the first layer of neurons and the j-th neuron of the second 
layer, respectively; 𝜔𝑖𝑗  – the value of the connection between the i-th neuron of the first layer 

of neurons and the j-th neuron of the second layer, respectively; 𝑇2𝑗 – the value of the 
threshold (offset) of the j-th neuron of the second layer. 

In [12], a variant of the CNN was proposed to solve this problem, consisting at the 
input of 2 convolutional layers with sizes 28×28 and 11×11, 2 subsample layers with  
sizes 22×22 and 8×8, one flat layer with a size of 4×4 and 3 fully connected layers with sizes 
16.30 and 10, respectively. The sizes of the convolution cores are 7×7 and 4×4. The activation 
functions are ReLU and Softmax. 

It should also be noted that in order to effectively solve this problem of classifying 
objects (handwritten digits), it is usually necessary to develop a specific CNN learning 
algorithm that depends primarily on the chosen CNN architecture. The article [13] provides a 
fairly complete overview of the current state of deep neural network training methods. For 
CNN training, it is proposed to use a modified version of the well-known error back 
propagation algorithm, which refers to the methods of teaching with a teacher. 

Here are the main relations for calculating the error on each of the CNN layers. 
Training of a fully-connected CNN layer. The error is formed on the last layer of 

CNN neurons and is defined as the difference between the output response of the network (the 
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values of the neurons of the last layer of neurons) 𝑦𝑖 and the standard 𝑡𝑖 [4]: 
𝛾𝑖  =  𝑦𝑖 – 𝑡𝑖.                                                           (6)  

Next, the values of the weights and thresholds are changed according to the following 
formulas [4]: 

𝜔𝑖𝑗 (𝑡 + 1) =  𝜔𝑖𝑗 (𝑡)–  𝛼𝛾𝑗𝐹�𝑆𝑗�,                                          (7) 
𝑇𝑗 (𝑡 + 1) =  𝑇𝑗 (𝑡) +  𝛼𝛾𝑗𝐹(𝑠𝑗),                                           (8) 

where  𝛼 – network learning rate; t и t+1 – the time points before and after the change of 
weights and thresholds, respectively; the indexes i and j denote the neurons of the first and 
second layer of neurons, respectively.  

The error for a hidden layer with index i is calculated through the errors of the next 
layer with index j as follows [4]: 

𝛾𝑗 = ∑ 𝐹(𝑆𝑗)𝜔𝑖𝑗
𝐾
𝐽                                                    (9) 

Fully-connected layers are trained according to the Rosenblatt training procedure, 
according to which the value of the learning rate is constant during the entire training time 
and takes values in the interval (0;1] [5]. Before hitting the convolutional or pooling layer, the 
one-dimensional signal is converted to two-dimensional. 

Training of the convolutional and subsample layers of the CNN. The reverse 
propagation of the error over the subsample layer depends on the pooling function. If the 
pooling function is the average, then the error is evenly distributed over the m×n neurons of 
the block of the previous layer, and it must be multiplied by 1 (𝑚 × 𝑛)⁄ . That is, for each of 
the (𝑚 × 𝑛) neurons of the block, the error value is the same. If the pooling function is the 
minimum, then the error is assigned to the neuron of the block from which the maximum 
value for the block was taken. 

The convolution operation serves as the basis for the reverse propagation of the error 
over the convolutional layer. When transmitting the error matrix from the pooling layer to  
the convolutional layer, the error matrix of the pooling layer is inversely convoluted with the 
matrix core. 

Conclusion 

It should be noted that modern architectures of convolutional neural networks are very 
resource-intensive, which limits the possibilities of their wide practical application. In this 
regard, recently there have been works that propose the architecture of the SNA, divided into 
hardware and software parts to increase the performance of computing. In particular, in [14], 
modular arithmetic was used to implement the convolutional layer of a neural network in the 
hardware in order to reduce resource costs. 
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