AUTOMATION OF RESOURCE MANAGEMENT
IN INFORMATION SYSTEMS BASED
ON REACTIVE VERTICAL SCALING

Abstract: The rapid development of information systems creates new challenges for developers. The problem of minimizing the use of IT infrastructure resources while ensuring the agreed level of service is one of the critical ones in the existing conditions. The article is devoted to the research of existing automation methods of resource management and QoS indicators. Capabilities of managing computing resources in Kubernetes and in general are analyzed. The work provides a detailed analysis of reactive and proactive approaches, their advantages and disadvantages. Considerable attention is paid to vertical scaling, in particular to the open-source Vertical Pod Autoscaler solution. A series of experiments was performed to analyze the effectiveness of this approach in various conditions. Based on the results, the appropriate use cases for using VPA were determined. In addition, the work proposes a hybrid approach, which includes a reactive and proactive component, which allows you to use the advantages of both methods.
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Introduction

Nowadays, many companies prefer to place their information resources in cloud platforms instead of creating and supporting their own physical IT infrastructure. This approach has numerous advantages, including the possibility of easy and flexible scaling, which is a critically important attribute of modern information systems. However, the cost of using IT services provided by cloud service providers is constantly increasing. Therefore, the problem of minimizing financial costs arises when companies try to reduce their expenses on information services without reducing the quality of these services. At the same time, the high cost of computing resources and the maintenance of data centers (DC) force cloud service providers to use IT infrastructure management systems (IMS) [1], which allow efficient use of IT infrastructure resources.

A large number of information technologies, models and management methods for the allocating and reallocating of computing resources are used in modern IMS, including management of the creation of virtual machines (VMs), operational management of VM resources, their migration without downtimes and degradation of the quality of the services
they provide [2]. In addition, IMS constantly solves the problem of dense filling of physical servers or cluster nodes so that the servers released as a result of such optimization can be put into standby mode or turned off. An equally important task to be solved by the IMS is the management of the quality of services provided by the IT infrastructure [1]. The IMS should maintain the quality of services at a stable level agreed with users, while spending the minimum amount of IT infrastructure resources.

The evolution of models and methods of managing IT infrastructure resources and the provided quality of services has gone through a number of stages. At the first stage, models and methods that were developed in scientific institutions were used in experimental IMSs [1]. At the second stage, IMSs were built on the basis of proprietary information technologies, which were created by R&D divisions of companies and had a closed nature. Currently, specialized open-source tools or universal systems are widely used in IMSs. Due to the popularity of the containerization paradigm today, a large number of orchestrators such as Kubernetes, ECS, Nomad have emerged and are widely used to manage containerized applications. These solutions allow us to manage QoS (quality of service) by maintaining it at the agreed level and with minimal use of DC resources [3]. Analysis of management methods and algorithms used by orchestrators allows us to determine the expediency of using these methods and algorithms or the necessity of their modernization.

One of the main approaches to manage the quality of services provided by containerized applications is vertical and horizontal scaling. Autoscaling allows you to adjust the level of QoS and the amount of reserved computing resources. In addition, containers should be placed as densely as possible for the most effective utilization of computing resources [4].

The purpose of this work is to explore the efficiency of scaling algorithms provided by orchestrators when solving the problems of managing QoS.

**Analysis of Kubernetes cluster capabilities in resource management of containerized applications**

Kubernetes is an open source platform for managing workloads and applications. It is one of the most universal and wide-spread solutions to manage containerized applications. The functionality of this system is very flexible and allows you to automate the processes of load balancing, as well as the deployment and scaling of applications, manage data stores and access permissions for them, and solve many other tasks that should be solved by IMS. Kubernetes manages clusters of Linux containers hosted on a group of virtual or physical machines as a single system. Each cluster node has special software for interaction with other system components.

Resources \( R = \{R_j \} \), \( j = 1, M \), managed by Kubernetes are distributed among \( M \) clusters.
The structural unit of each \( j \)-th, \( j=1,M \), cluster is a node. Each node of the \( j \)-th cluster has a certain amount of its own resources \( \{r_{ij}\} \), where \( r_{ij} \) is the amount of resources of the \( i \)-th, node belonging to the \( j \)-th, \( j=1,M \), of the cluster, and \( N \) is the number of nodes in the \( j \)-th, \( j=1,M \), cluster.

Each node is characterized by a set of parameters that together determine its power. For simplicity, we will assume that each node is characterized by two parameters \( (\alpha_{ij}, \beta_{ij}) \), where \( \alpha_{ij}, \beta_{ij} \) are, respectively, the processor capacity and RAM capacity of the \( i \)-th, \( i=1,N \), node of the \( j \)-th, \( j=1,M \), cluster.

Applications from the set of \( A_j = \{a_{kj}\}, k=1,L_j \), are deployed on the nodes of the \( j \)-th cluster, where \( L_j \) is the number of containerized applications from the set \( A_j \). Each instance of the application \( a_{kj}, k=1,L_j, j=1,M \), from the set \( A_j \) has requirements for the volumes of computing resources \( (\alpha_{kj}, \beta_{kj}) \), where \( \alpha_{kj}, \beta_{kj} \) – respectively, the requirements for processor capacity and RAM capacity of the \( k \)-th application \( k=1,L_j \) from the set \( A_j \). Such minimum necessary requirements for computing resources in Kubernetes are called requests.

Placing an application from the set \( A_j \) on a node of the \( j \)-th cluster is allowed to be done only when the node resources are sufficient for the correct functioning of the application. Conditions are described by the following formula:

\[
\alpha_{ij} \leq \alpha_{kj}, \beta_{ij} \leq \beta_{kj}, k=1,L_j, j=1,M, i=1,N, \tag{1}
\]

where \( \alpha_{ij}, k=1,L_j, j=1,M \), are requirements for a processor capacity of the application \( a_{ij} \); \( \beta_{ij}, k=1,L_j, j=1,M \), – requirements for the RAM capacity of the application \( a_{ij} \); \( \alpha_{ij}, i=1,N, j=1,M \), is the processor capacity of the \( i \)-th, \( i=1,N \), node of the \( j \)-th, \( j=1,M \), cluster on which the application \( a_{ij} \) is placed, \( k=1,L_j, j=1,M \); \( \beta_{ij}, i=1,N, j=1,M \), is the RAM capacity of the \( i \)-th, \( i=1,N \), node of the \( j \)-th, \( j=1,M \), cluster, on to which is placed the application \( a_{ij}, k=1,L_j, j=1,M \).

The Kubernetes functionality allows you to deploy applications from the set \( A_j \) by monitoring the fulfillment of conditions (1).

Limits can be set for applications of the set \( A_j \). If the \( j \)-th, \( j=1,M \), node running the containerized instance \( a_{kj}, k=1,L_j, j=1,M \), of the application from the set \( A_j \) has an excess of available resources compared to the request of the application \( a_{kj} \) for resources, the
container can use more resources than specified in the request [5]. However, the application \( a_{ij}, \quad k = 1, L_j, \quad j = 1, M \), cannot use more resources than specified in the limits configuration.

Management of the level of quality of services provided by containerized applications from the set \( A_j \) in the IMS is carried out by automating the scaling of the resources provided to the applications, taking into account the limits set for the applications from the set \( A_j \), resources \( r_{ij}, \quad i = 1, N, \quad j = 1, M \), nodes of the \( j \)-th cluster and resources \( R_j, \quad j = 1, M \), of the cluster.

Scaling in conditions of insufficient computing resources can lead to denial of service to applications from the set \( A_j \).

**Features of autoscaling of IT infrastructure resources**

Each application \( a_{ij}, \quad k = 1, \ldots, L_j, \quad j = 1, M \), from the set \( A_j \) has requirements for the volumes of computing resources \( (\alpha_{ij}, \beta_{ij}) \). These volumes are determined by the target values \( Q_{bk} \) of the service quality level parameters. Where \( Q_{bk}, \quad b = 1, D, \quad k = 1, L_j \), is the target value of the quality indicator of service \( b \)-th, \( b = 1, D \), provided by the containerized application \( a_{ij}, \quad k = 1, L_j \), and \( D \) is the number of quality indicators.

In the IMS during QoS management, the actual values \( q_{b_{kij}} \) of the service quality level parameters by the application \( a_{ij}, \quad k = 1, L_j, \quad j = 1, M \), are measured. Where \( q_{b_{kij}}, \quad b = 1, D, \quad k = 1, L_j, \quad j = 1, M \), is the actual value of \( b \)-th, \( b = 1, D \), the service quality indicator provided by the containerized application \( a_{ij}, \quad k = 1, L_j, \quad j = 1, M \), and \( D \) is the number of quality indicators. The IMS performs QoS management in such a way that the conditions are met

\[
q_{b_{kij}} \leq Q_{bk}, \quad b = 1, D, \quad k = 1, L_j, \quad j = 1, M.
\]

**Features of autoscaling of IT infrastructure resources**

The number of volumes of resources \( (\alpha_{ij}, \beta_{ij}) \) provided to the application for the performance of target indicators \( Q_{bk}, \quad b = 1, D \), quality is determined under certain conditions. For example, the response time of the application \( a_{ij} \) for a user request, measured at the output of the IT infrastructure, which also depends on the number of user requests per unit of time. When changing the operating conditions of the application \( a_{ij} \), for example, with a significant increase in the number of requests, the actual values \( q_{b_{kij}}, \quad b = 1, D \), of the QoS indicators exceed the target \( Q_{bk}, \quad b = 1, D, \quad k = 1, L_j \), and condition (2) ceases to be fulfilled. In order for the QoS indicators to return to the target values under the new operating conditions...
of the application \( a_{ij} \), i.e. to make condition (2) fulfilled, additional \((\Delta \alpha_{ij}, \Delta \beta_{ij})\) computing resources must be added to the container of the \( a_{ij} \) application. Adding additional resources \((\Delta \alpha_{ij}, \Delta \beta_{ij})\) is performed by autoscaling of node and cluster resources.

During the process of developing autoscaling methods that will be used in IMS for QoS management two main problems must be solved. The first problem is that it is necessary to determine when and under what conditions it is necessary to scale the resources for the applications from the set \( A_j \). The second problem is to estimate the minimum amount of additional resources \((\Delta \alpha_{ij}, \Delta \beta_{ij})\) that must be provided to applications \( a_{ij} \) from the set \( A_j \), for which condition (2) is not fulfilled will not be fulfilled in the near future in order not to violate QoS requirements.

Autoscaling methods can be divided into two large groups – reactive and proactive.

Reactive methods are based on the constant measurement of the actual values of indicators \( q_{bij} \), \( b=1, D \), \( k=1, L_j \), \( j=1, M \), and monitoring the fulfillment of condition (2). If condition (2) is not fulfilled, reactive methods provide additional resources \((\Delta \alpha_{ij}, \Delta \beta_{ij})\) during vertical scaling of applications \( a_{ij} \) from the set \( A_j \). Another option is horizontal scaling – deploying new instances of applications for which condition (2) is not fulfilled on additional nodes. If the percentage of resource usage decreases, then reverse scaling is performed. As a result, the number of additional resources \((\Delta \alpha_{ij}, \Delta \beta_{ij})\) provided to the application \( a_{ij} \) decreases to zero in the future.

Proactive methods perform QoS management in advance without waiting for condition (2) to stop being fulfilled. For this, the dynamics of changes in the actual values of indicators \( q_{bij} \), \( b=1, D \), \( k=1, L_j \), \( j=1, M \), the quality of functioning of all applications from the set \( A_j \) are monitored. If the dynamics is negative and QoS requirements will be violated in the near future, then additional resources \((\Delta \alpha_{ij}, \Delta \beta_{ij})\) are provided in advance, without waiting for condition (2) to stop being fulfilled. In addition, the algorithm analyzes historical data to determine the amount of additional resources \((\Delta \alpha_{ij}, \Delta \beta_{ij})\), which should be added for containers in case of non-fulfillment of conditions (2).

The proactive method, in contrast to the reactive one, allows to improve QoS management indicators, since there is no delay before scaling under typical loads. In addition, the proactive method can accurately estimate the required amount of computing resources at any time, which allows you to scale the application down faster than when using the reactive method [6]. The main disadvantage of the proactive method is its complexity. In particular, algorithms based on time series analysis and neural networks are used to implement this
approach. Also, this method works well only when there are periodic overloads that can be predicted.

If it is necessary to minimize the costs of resources by reducing the volumes of reserved resources, it is advisable to use the combined method of autoscaling, when the reactive component is used to determine the moment when condition (2) ceases to be fulfilled, and the components of the proactive method are used when estimating the minimum necessary amount of additional resources \((\Delta \alpha_{ij}, \Delta \beta_{ij})\) based on the analysis of historical data.

For example, this approach was used in Vertical Pod Autoscaler (VPA) of the Kubernetes platform. The combined approach can be used in QoS management only when a short-term drop in quality of service indicators or denial of service to users for some time is acceptable.

**Analysis of the autoscaling algorithm in Vertical Pod Autoscaler**

For effective proactive QoS management and taking into account the specifics of the operation of each application from the set \(A_j\), the IMS must constantly receive information about the actual values of the indicators \(q_{bij}, b = 1, D, k = 1, L_j, j = 1, M\), of the quality of services, the current value of the number of user requests to each instance of the application \(a_{ij}, k = 1, L_j, j = 1, M\), the available use of resource volumes \((\alpha_{ij}^*, \beta_{ij}^*)\) of applications from the set \(A_j\). Here \(\alpha_{ij}^*\) and \(\beta_{ij}^*\) are the actual usage, respectively, of the processor capacity and RAM capacity of the \(i\)-th, \(i = 1, N\), by the \(j\)-th node, \(j = 1, M\), of the cluster on which the application \(a_{ij}, k = 1, L_j, j = 1, M\), is run.

The autoscaling algorithm used in VPA calculates the needs for computing resources based on the analysis of historical data of the values \((\alpha_{ij}^*(t), \beta_{ij}^*(t))\) – the use of processor time \(\alpha_{ij}^*(t)\), and of memory \(\beta_{ij}^*(t)\) for the previous periods of the application \(a_{ij}, k = 1, L_j, j = 1, M\), which is installed on the \(i\)-th, \(i = 1, N\), node of the \(j\)-th, \(j = 1, M\), cluster. During operation, the VPA algorithm recalculates \((\alpha_{ij}, \beta_{ij})\) – target values, \((\alpha_{ij}^-, \beta_{ij}^-)\) – lower and \((\alpha_{ij}^+, \beta_{ij}^+)\) – upper thresholds of resource utilization container of the application \(a_{ij}\), which is run on the \(i\)-th node \(j\)-th cluster.

The target values \((\alpha_{ij}, \beta_{ij})\) are directly applied to the configuration of the container's resources.

The lower bound \((\alpha_{ij}^-, \beta_{ij}^-)\) determines the volume of resources at which it is not guaranteed that the application \(a_{ij}\) has enough resources for full operation. If the current indicators of resource utilization are less than this threshold, then VPA initiates the
reconfiguration of the container with a different resource configuration in order to reduce unprofitable resource reservation.

The upper bound \((\alpha^+, k_{ij}, \beta^+, k_{ij})\) is an indicator of unprofitable resource reservation. Resources reserved above this threshold are guaranteed not to be used by an application from the set \(A_j\), when viewed relative to historical data. Similarly to the lower threshold \((\alpha^-, k_{ij}, \beta^-, k_{ij})\), if the current resource usage indicators \((\alpha^+, k_{ij}, \beta^+, k_{ij})\) of application \(a_{kj}\) are higher than this threshold, then the VPA initiates the reconfiguration of the container with increased resources from in order to improve the stability of the application.

In VPA, resources requests and limits are calculated as a percentile relative to previously obtained values of the usage of resource volumes \((\alpha^+, k_{ij}, \beta^+, k_{ij})\).

The lower threshold \((\alpha^-, k_{ij}, \beta^-, k_{ij})\) is set at the level of 0.5. This means that at least 50% of the time the \(a_{kj}\) application had enough resources to provide quality service.

The target value \((\alpha_{kj}, \beta_{kj})\) is set at the level of 0.9, which means that with the amount of resources equal to \((\alpha_{kj}, \beta_{kj})\), 90% of the time the application \(a_{kj}\) provided quality service.

The upper threshold \((\alpha^+, k_{ij}, \beta^+, k_{ij})\) is set at the level of 0.95. That is, quality service was provided by the \(a_{kj}\) application 95% of the time.

This approach can be justified for the processor time \(a_{kj}\), because in the case of a lack of this resource, the application \(a_{kj}\) continues to work, but more slowly, so a slight degradation of QoS indicators is possible. However, in the case of the RAM capacity resource \(\beta_{kj}\), the approach based on percentile calculation can lead to unacceptable critical consequences, which will significantly affect the efficiency of service provision. The lack of RAM \(\beta_{kj}\) for the application \(a_{kj}\) will lead to a denial of service due to the OOM error, and if the current error is not reacted to in time, then to systematic interruptions in the provision of services by the application \(a_{kj}\). Therefore, it is worth increasing the limits on resource requests to prevent denials of service.

The VPA algorithm gives preference to more recent data when calculating recommended resource threshold values. All values \((\alpha^+, k_{ij}(t), \beta^+, k_{ij}(t))\) of resource consumption are divided into intervals, and each interval has its own weight depending on recency when calculating a specific percentile. The weight function has the following form:

\[
W(t) = 2 \left( \frac{t - t_0}{h} \right),
\]

where \(t\) is the end time of the period, \(t_0\) is the time of the beginning of the accumulation of
the history of values \((\alpha_{ij}^*(t), \beta_{ij}^*(t))\) is the length of the intervals of dividing historical data.

For each interval, the weight factor (3) adjusts the time of resource usage relative to other intervals:

\[
H = \sum_{i=1,M} G_i \cdot W(t_i),
\]

where \(H\) is the final set of historical data, \(G_i\) is the interval of historical data, \(t_i\) is the end time of the period of the \(i\)-th group.

In Fig. 1 shows the visualization of historical data on the use of some resource with \((\alpha_{ij}^*(t), \beta_{ij}^*(t))\). Time is divided into three intervals.

Figure 1. Raw historical data of a resource usage

After applying the weights, the historical data from the last interval has the most significant impact on the percentile calculation, and the first interval has the least impact, as shown in Fig. 2.

Figure 2. Transformed historical data of a resource usage
This approach has a significant drawback – in the case when the periodicity of the load is significantly higher than the duration of the period of division into intervals, then the weighting factors out the influence of, for example, past peak loads. This will cause the containers to restart repeatedly.

The efficiency of processing historical data $\alpha_{kij}^*(t)$ of the processor time usage is affected by throttling – limiting the use of the processor by some application $a_{kij}$ in case of exceeding the set limits on resources. It is used by the operating system during distributing processor time between all applications installed on the same physical server in proportion to requests for resources.

Based on the analysis of historical data $\alpha_{kij}^*(t)$ of the processor time usage, it is not possible to clearly establish that the operation of the application is limited by the throttling mechanism, and, therefore, it is not possible to calculate the amount of processor time that is additionally required for full operation. Historical data $\alpha_{kij}^*(t)$ in this case indicates 100% use of processor time.

One possible solution to this problem is the collection and use of historical data of throttling. However, it is quite difficult to accurately estimate the required amount of processing time that should be provided by the application $a_{kij}$ based on throttling historical data.

VPA uses the following approach to solve this problem. The upper limit is calculated as the 95th percentile of historical data. In the event that application $a_{kij}$ needs more processor time $a_{kij}$, then there is a 5% margin, the use of which will affect the given 95th percentile in future recommendation calculations. Moreover, it is possible to set limits on processor time $a_{kij}$, greater than requests, which will make throttling more predictable and allow to use of more processor time if possible.

**Study of the operation of the VPA algorithm**

To determine the optimal values of resource allocation VPA algorithm relies on the analysis of actual historical data $(\alpha_{kij}^*(t),\beta_{kij}^*(t))$ of processing time $\alpha_{kij}^*(t)$ and memory $\beta_{kij}^*(t)$ produced by the application $a_{kij}$, $k=1,L_j$, $j=1,M$, which is deployed on the $i$-th, $i=1,N$, node of the $j$-th, $j=1,M$, cluster. At the same time, other Kubernetes work mechanisms are taken into account, especially how requests and limits work. This mechanism can limit the use of the CPU for the application, which can interfere with the calculation of the necessary amount of this resource for the full operation of the application in some cases. In this article, this mechanism is investigated experimentally.

The GKE cluster (Google Kubernetes Engine), which includes seven virtual machines of type e2-highcpu-4 (2 vCPU, 4GB). This type of machine allows you to fully perform CPU-
oriented tasks. The application under test is a web server that performs calculations on each request in order to load the CPU. Specialized software Locust is used for load testing, an instance of which is placed in the test cluster in order to minimize the impact of the network on the test results. The resources limits compared to the request is 30%. The decay-half-life period is equal to the loading period.

The operation of the algorithm is studied without edge cases – a monotonically increasing or decreasing periodic load. The load increases by 5% with each subsequent period. From the analysis of Fig. 3, it can be seen that in this case this algorithm responds in time to a gradual increase in load and provides more resources for the application.

QoS metrics – in this case, request response time – are not degraded, as the experiment has only a slight overrun of CPU requests that matches the limit values. However, if the node did not have free resources, a degradation in QoS would be possible.

Studies of the operation of the reactive VPA algorithm with the presence of periodic short-term high loads showed the same results.

The developers of the VPA algorithm tried to eliminate some of the shortcomings of the reactive approach, but this creates new problems. So, for example, one of the optimizations is designed to level atypical instantaneous high loads in addition by introducing a coefficient for the calculated recommended values. Consider a situation where the 99th percentile of application load is within 100 millicores, and the 100th percentile is 500 millicores. You can allocate 100% load for the application, but this will lead to the reservation of unprofitable resources in more than 99% of the entire working time, so it makes sense to ignore such a load, which will not lead to critical consequences, since the processor time for processing requests at moments of atypical load will be used from the next period.

Figure 3. Results of VPA work
However, this can be a problem in the case when short-term high loads are a feature of the application and the usage value of n is much higher than the average, and the time of such loads is much shorter than the time of the minimum load. As can be seen from the analysis of Fig. 4 in such a case, the 95th percentile limit is much larger than in the case of a balanced load, which leads to a significant degradation of the quality of service indicators at such times.

*Figure 4. Operation of VPA in the presence of short-term high loads*

Picture Fig. 5. shows an example of the test application, in which the load varies from 150 requests per second to 300. The peak load time is 25% of the period. Limiting the 95th percentile in this case leads to a drop in the quality of service over a fairly long period of work.

*Figure 5. Response time – 95th percentile*

This experiment shows that with this type of load, it is better not to use this implementation of the reactive algorithm at all or to give preference to proactive algorithms, which are more flexible in general. In particular, a proactive approach will allow you to
prepare for such a load by pre-scaling the application if necessary. This is not a problem of reactive algorithms in general, but of the implementation analyzed in this article.

The research of the operation of the VPA algorithm under complex periodic loading made it possible to obtain the following results.

In this experiment, VPA has a decay-half-life equivalent to a shorter periodicity. The maximum load is 300 requests per second, and the minimum is 200 requests. In addition, as can be seen from Fig. 6 for some time there is no maximum load – this is a kind of simulation of "weekdays off".

![Figure 6. Response time – 95th percentile](image)

In the picture Fig. 7, it can be seen that the reactive algorithm reacts in the expected way, especially, in periods of absence of high loads, it reduces requests for processing time. On the one hand, this is good, because in this way the algorithm minimizes unprofitable reservation, on the other hand, it leads to a critical drop of QoS during the period of high loads. This is clearly visible in the second period depicted in the graph, when the application does not get enough CPU time for a while.

Also from the comparison of Fig. 6 and Fig. 7 a long delay can be observed between the reduction of the load to the minimum level and the VPA response to it. This means that the resource has not been used for a long time. This is due to the fact that in this approach it is difficult to assess when it is worth reducing the number of allocated resources when load is decreasing.

In such cases, the reactive algorithm is an inappropriate solution, as it leads to systematic violations of service quality indicators.
Conclusions

The paper analyzes approaches to automatic scaling – reactive and proactive, which are implemented in Kubernetes in Vertical Pod Autoscaler. On the basis of the conducted analysis and practical experiments, it was concluded that reactive autoscaling negatively affects the operation of the application under periodic load, in particular, when the load on the application increases, and leads to degradation of QoS indicators. In addition, there is a significant delay between the load drop and the reduction of the allocated resource in order to exclude premature reallocations at moments of temporary load drop due to external reasons. Therefore, this approach should not be used for scaling in conditions of short-term load fluctuations. This approach to managing the quality of services provided by critical IT infrastructure should be avoided.

The reactive approach is suitable for static or monotonically increasing or decreasing loads, or when the load is not periodic and its value cannot be estimated in the future. Also, this approach can be used as part of a complex proactive approach when scaling IT infrastructure resources.
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