IMAGE GENERATION TECHNIQUES USING GENERATIVE ADVERSARIAL NETWORKS

Abstract: GANs were first described in a year 2014, which is quite recently for algorithms. Although, during its time of existence, lots of various modifications and areas of possible usage were found. One of such area is image generation sphere, in which this algorithm is able to achieve results that, in some cases, do not differ from pictures drawn by a person or photographs of certain objects.
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Problem description

Machine data generation of the text and images, which will have any sense for a human being, is a very complex task. People tried to solve it for decades and created hundreds of different algorithms, which demonstrated different quality levels, but none of them can come even close to results, that will be indistinguishable from human work itself.

One of the first of such algorithms was GAN network, which appeared in the year 2014, which is quite a short term for an algorithm of such complexity. Moreover, it gets significant improvements over past eight years due to some changes in basic algorithm, increased quality of used datasets and increasing of computing power, which allows to use much higher volumes of high quality data. Currently, there are several main modifications of this network that are actively used and it’s most likely that most web-resources that are generating images or apply certain styles to them are using these modifications.

Usage of GANs and its modifications

A significant number of different modifications of Generative Adversarial Networks (GAN) exist. They can be used to generate various images in many different fields of human life [1]. These modifications include changes that have been applied to them to improve model for specific, more specialized tasks, such as image enhancement [2], generation of faces or their parts [3-4], creating license plates [5], learning drug elements [6] and much more.

Although all of them have diverse applications and are actively used for data acquisition, all of them are based on only a few changes to the model itself, based on which they can be divided into main categories based on what tasks they can perform. These categories include four main models:

CGAN, which utilizes an additional input to add a label to each input and generated...
output [7]. This allows to get more deterministic results [8] and improves model, so it will be able to generate a large number of diverse, deterministic images by learning once.

Progressive GAN (PGAN) is a modification of the standard algorithm which creates high resolution images starting from the same images but with a lower resolution. It uses multiple networks, the first of which generates low-resolution images, and the subsequent ones improves its quality and resolution to get better results at the end. It allows to significantly improve the quality of an image and achieves higher resolution without requiring large computational power.

![Progressive GAN Diagram](image)

*Figure 1. Working principles of CGAN (a) and PGAN (b)*

StyleGAN is another type of GAN that generates images by transferring the style of one image onto another, allowing for images to be generated in a particular style (such as watercolor painting or only dark tones one). It takes two images as an input, one of which is the image to be altered, while the other one is a default image with the desired style, which should be applied to the first one.

![StyleGAN Diagram](image)

*Figure 2. Working principles of StyleGAN (a) and CycleGAN(b)*

CycleGAN is the latest of the described types of GANs, which can be used for image-to-image translation mechanisms. This algorithm provides the ability to add additional attributes to the image, such as certain objects like glasses, ties, change image parts, such as...
hair or eyes color, clothing types and others. Thus, the algorithm finds and applies changes only to certain parts of the image, rather than working with it entirely. The main benefit on CycleGAN is the functionality to independently determine where to add a particular object, providing the ability to easily make quite complex changes.

**GAN principles of work**

The architecture of the GAN model consists of two main parts: a generator, which is used to generate new example/instances from input data in the latent space, and a discriminator, which is trained to classify instances as real (it depends on the domain what means real) or fake.
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*Figure 3. GAN architecture*

The training of both models is happening by the predictions of the discriminator, which determines whether the data, presented to its input is a work of art or generated one, or classifies it according to certain parameters, such as providing a value from 0 to 1, where 1 is a real image [9]. The coefficients changes are applied based on the game theory algorithm, which is based on MinMax algorithm, in which elements are competing on minimizing their cost function and, on the same time, maximizing opponent’s one.

The standard algorithm of such element as discriminator is a typical classification model, that decides whether the input image is real – 1 or generated – 0. Its main modification is Wasserstein GAN (WGAN) model, which is a regression model. In WGAN discriminator outputs value in a range from 0 to 1, depending on which both models are adjusted simultaneously. It allows for a significant reduction in the likelihood of the model converging.

Training stops when the discriminator can no longer determine whether the image in front of it is real of generated and always produces 50/50 results, which means that generator can already create images that are close to or identical to the original ones. However, it is not possible to start training having only one perfectly trained model of either the discriminator or the generator, as it will not provide the other model with the ability to understand which way its parameters should be changed. This way, learning will go in a random way and won’t get any specific results.
GAN modifications

To improve the quality of the generated images, some modifications of the default GAN algorithm were created. They achieve significantly better output data by adding new components and thus changing the generator or discriminator models, or by adding new elements to them. There are lots of different modifications of GAN model and only some of them will be considered below.

One of such modifications is the StyleSwin algorithm [10], which adds the Swin algorithm to the StyleGAN model. The main change on this modification is that the image is generated not entirely in high resolution, but partially, using a certain window of a defined size. To ensure that generated windows are not distinguishable from each other, they have access to their neighbors during the process of their creation. It allows for the model to regenerate each peace instead of creating each part from scratch. This change significantly reduces number of steps, which is required for calculations and model training, without reducing overall performance of the system.

Another modification is the CWGAN modification [11], which uses previously described CGAN and WGAN. In general, architecture of this model consists of two existing models that are simply combined, allowing to use advantages of both. Furthermore, some restrictions and small changes are added, such as changes that are made to the cost function calculation, changes of the last layer of the discriminator to a sigmoid-like layer, and a couple of others, which help to overcome the drawbacks of these basic models. This helps to solve the problem of deterministic output and instability during the process of training.

Figure 4. The architecture of StyleSwin network – (a) [10], generator (b) and discriminator (c) of CWGAN [11]
One more modification of GAN is Layered Recursive GAN [12], which generates images not as a whole picture, but in parts, which often consists of a background and a foreground. This allows to generate one background image and then reuse it multiple times. To achieve this, the model uses recursion and then combines the layers to obtain a natural image. The model contains at least three generators that are partially trained separately – the foreground generator, the background generator and the generator, that combines these layers. The resulting model produces high-quality results and can be used to add multiple objects to one background.

Another modification of GAN is the asymmetric learning model, or CVAE-GAN [13], which adds and auto-encoder (AE) to the standard GAN model, which allows image generation in a specific category. Image generation occurs as a composition of the label and the latent attributes of the model. Therefore, by adding various category labels, different variations of images can be obtained and the output of the model can be controlled. The specific feature of this model is a usage of cross entropy loss function for the discriminator and mean discrepancy objective function for generator. Additionally, the encoder network was adapted to learn the relationship between the latent space and real images and pairwise feature matching was used to preserve the structure of the generated images.

Figure 5. The architecture of Layered Recursive GAN (a) [12], and the architecture of CVAE-GAN [13]

The most modern evolution step of GAN is the Stable Diffusion network, which is based on a similar model training principle. By utilizing diffusion process in the generator model, this approach enables overcoming of model instability and collapsing. Furthermore, this algorithm allows to generate images, based on a text request, which significantly increases the output determinacy and allows using created and learned model in lots of different spheres.
The article describes modifications of the image generation algorithms that use a GAN network at their basis. These modifications include networks that add labels during generation to obtain more deterministic output, transform images from low to high resolution, while rapidly increasing the quality of it, transfer styles or objects between different images. These models allow only a specific action to be performed, but more complex models and systems can be built on top of them.

Also, article describes the architecture of the network and some of its possible modifications. They introduce certain changes to the learning or generation process, which can improve such learning characteristics as the quality of the output image, speed and stability of learning process and the amount of details on it.
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