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IPOI'PAMHE 3ABE3IEYEHHS JUISI TEHEPALIL
TEKCTIB YKPAIHCHKOIO MOBOIO

Anomayis. 3poctanHs poiii cucteM 00poOku npupoaHoi moBu (NLP) cTBoproe BucokmiA
NONHUT Ha MpOrpamMHe 3a0e3MeYeHHs, 3aTHE TeHEPYBATH SIKICHI TEKCTH YKPATHCBKOIO MOBOIO.
Opnak ckiaagHa MOp(hoJIOTIYHA CTPYKTYpa, OaraTa CIIOBO3MiHA, CHHTAKCHYHA THYYKICTh Ta Opak
JIOCTaTHIX MOBHHX pECypCiB poOJIATH 10 33j1a4y BKpail HeTpuBiagbHOW. HasBHI BeIMKi MOBHI
mozmeni (LLM), sx-or GPT ab6o LLaMA, xoua i JAEMOHCTPYIOTH UYHOBI pPE3yJIbTaTH
B QHTJIOMOBHOMY CEPEIOBHIII, YAaCTO HE 3a0€3MeUyl0Th BUCOKOI SIKOCTI ITPHU POOOTI 3 YKpaiHCh-
KO0 MoBoto. LI mpobiema akTyaiabHa B Takux cdepax, sIKk CTBOPSHHS HaBYATBHHX, ODIIIHHIX
1 HAYKOBHX TEKCTIB. 3aIpONIOHOBAHE PILlICHHS OPIEHTOBAHE HA YCYHEHHS IUX OOMEXEHb IIISIXOM
iTerpanii LLM i3 MopdooriyaiM aHaji3oM Ta iHCTPYMEHTAMH BHIIPABJICHHS TPaMAaTHYHUX
HIOMHJIOK, 30Kkpema LanguageTool, 1110 103B0JIsI€ CYTTEBO MiIBUIMTH CTHIICTHYHY ¥ FpaMaTHYHy
KOPEKTHICTh 3reHepOBaHUX TeKCTiB. PoOoTa mpucBsyeHa po3poOIli mporpaMHOro 3abe3rneyeHHs
JUI TeHeparlii YKpaiHChbKOMOBHMX TEKCTIB HAa OCHOBI IHTErpamii BEJMKHMX MOBHHX MOJICIICH,
MOpP(}OJIOTIYHOrO aHaji3y Ta TEMAaTHYHOTO MOJECNTIOBAHHS, B PE3yJlbTaTi HYOrO peaii3oBaHO
MacimTaboBaHy apxitektypy. IlpoBegeHo mocmipkeHHS e(EeKTUBHOCTI 3amporOHOBAHOTO
migxoxy Ta 3maiicHeHo fine-tuning moneneit GPT-3.5 ta LLaMA-3 mis ykpaiHCBKOI MOBH.
[Tporpamue 3abe3neucHHsT pearizoBane MoBamu Python ta Java 3 BHKOpHCTaHHSM 0i0IIOTEK
spaCy, Gensim, LanguageTool, Airflow Ta OpenAl APL

Kniouosi cnosa: renepauis tekcry, Big Data, ykpaincbka MoBa, NLP, Benuki MOBHI
Mojeni, Mopdomnoridyauii anani3, LDA, cuHTakcHuyHUWIl aHami3, TeMaTHYHE MOJICITIOBAaHHS,

nepeBipka rpamatuku, spaCy, LanguageTool.

Beryn

VY cydacHMX JOCHI/KEHHSAX 3HAYHY yBary NpUAUICHO apXiTEKTypaM IeHepallii TeKCTy
Ha ocHOBI TpaHchopmepiB [1-3]. Bimomi momeni GPT (Generative Pre-trained Transformer)
Bi7 OpenAl, LLaMA Big Meta Ta inui, mo 0a3yroThest Ha apxiTekTypi Transformer, ycnimHo
3aCTOCOBYIOTBCS JJIsl TeHepallii aHrJIOMOBHUX TeKCTiB. [IpoTe ykpaiHchbka MOBa 4epe3 CKIIQJHY
MOpQOIIOTifo, HecTauy SKiICHUX KOPITyCiB Ta OOMEXKEeHY MpeACTaBlIeHICTh y (asi pre-training
3aJIAIIANacs OCTOPOHb aKTHBHOTO PO3BHTKY.

Merto10 goc/igAKeHHsl € MiJIBUIIECHHS SKOCTI 3T€HEPOBAHUX TEKCTIB YKPaiHCbKOi MOBU

IpU 3aJ1aHiii TeMaTuIli Ta HabOopi KITFOUYOBUX CIIiB.
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Marepiaan Ta meToaun

Jlns reHepanii yKpaiHCBKOMOBHHX TEKCTIB 3aCTOCOBYIOThCS [[BA OCHOBHI ITJIXOJIH:
CTaTUCTUYHI MOBHI Mojeni Ta Beiamki TpanchopmepHi moxmem (LLM). Ilepmn Bumararoth
perenbHOi TOOYIOBH KOPIYCIB 1 pPYyYHOrO BHU3HAUEHHS TPAMATHYHHUX 3aISKHOCTEH, OIHAK
3a0e31euyoTh KOHTPOJIb HaJl CTUJIEM Ta CTPYKTYpOIO. Jpyruii mixia — HeMpoHHHUN — 0a3yeThCs Ha
NonepeIHbOMY HaBYaHHI MOJIeNeil Ha BEJTMKUX 00’ €MaxX TEKCTOBU X JaHux. Jms JocsrHEeHHS
SIKICHOI TeHepallii yKpalHChKOIO MOBOI HEoOXigHa nojaTkoBa amanrarlis (fine-tuning) Takux
MOJIeJIeH, OCKIIbKY YKpaiHChKa MOBa YacTO € HEJIOCTAaTHBO TPECTaBIeHa B 6a3oBoMy pre-training.
Oxpemoi yBarum mOTpeOye MUTAHHA KOPEKINi TIpaMaTUKH, SKE€ BHUPINIYEThCS 32 JOMOMOTOIO
anropuTMivHoro iHcrpymeHnta LanguageTool, 1omoBHEHOro mpaBwjiaMu Ha OCHOBI MOP(OJIOTIK-
HUX 1 CHHTAKCUYHHMX 3aJISKHOCTEH. Y IIiii poOOTI peayizoBaHO TIOpUAHWHN MMiIXiJA — MO€THAHHS
TEeMaTUYHOTO MozenmoBaHHss LDA 11s penieBaHTHOI TeHepaitii KOHTeHTY, Bukopuctanas LLM s
noOy/IOBM TEKCTy, Ta amropuTMidHoi rmepeBipkun LanguageTool 3 wMeroro 3a0e3redeHHs
rpamMaTU4yHOi TMpaBWIBLHOCTI. Taka KoOMOIHAllisl JO3BOJISIE JOCSITA SIK CEMAHTUYHOI, TaK
1 QopmanbHOi SKOCTI pe3ynbTaTy. Y JaHiii cTaTTi OCOONHMBY yBary MpPUAUIEHO apXiTEeKTypi
CHCTEMH, 110 J03BOJISIE aBTOMATHU3YBAaTH BECh MPOIIEC TeHepallil TeKCTIB — Bij] KIFOYOBHX CIIIB JIO
peIaroBaHOro TEKCTY, TOTOBOT'O JI0 ITyOTiKarlii. 3aBIaHHSIMHE JaHOTO JOCITIKEHHS €:

— CTBOPEHHSI METO/Iy TeHepallii TeKCTIB YKpPaiHChKOI MOBOIO;

— CTBOpPEHHS MPOTOTUITY MPOTpamMHOro 3abe3meueHHs M peanizamii MeTody
reHeparii TeKCTiB YKpaiHCbKOI0 MOBOIO;

- I[OCJ'IiIDKeHHH eq)eKTI/IBHOCTi 3aIpPOIIOHOBAHOI'O METOAY Ta IMPOIrPaMHOIO 3a0e3MeueHHs.

Mertoxa renepanii TeKCTiB YKPaiHCBKOI0 MOBOIO

Cepen 1HCTpYMEHTIB MOP(OJOTIYHOTO aHai3zy HaWOIbII €PEKTUBHUM BHUSBICHO
SpaCy, axuil Mae miATPUMKY ykpaiHcbkoi MoBH. IHcTpymenT LanguageTool Bin3HaueHo sk
€IUHUN open-source 3aci0 [15], 3maTHUN BUSBISATH TpaMaTUYHI MOMHIJIKH YKPaiHCHKOIO
MoBot0. [lompu 11e, aKTyansHUM 3alUIIAE€THCS 3aBAaHHA 1HTErpallii BCiX X 3ac00iB B €IUHY
CUCTEMY JJIsl TeHepallil TeKCTIB 3 MOKPAIEHUMH MOP(OJIOTTYHUMH XapaKTePUCTUKAMHU.

Henocratabo mocnmimxeHuM acmekToM € came mnoeaHanHs LLM 3 mopdonorivaum
aHamizom Ta LDA-MozmenmioBaHHSM, a TaKOX CTBOPEHHS HOBOTO THIYy TMpaBHJI JIJIs
rpaMaTUYHOI MEePEBIPKHU, 110 BPAaXOBYIOTh 3aJIEKHOCTI MK cioBaMu. Lle i craiso ocHOBOIO
JIAaHOTO JIOCIIIIDKEHHS.

MeTton reHeparlii TEKCTiB YKPaiHCHKOIO MOBOIO, 3alpOTNOHOBAHUM Yy JOCTiIKEHHI,
pealtizye IHTerpalio TPhOX KIIFOUYOBUX TEXHOJIOTTUHUX KOMITOHEHTIB:

1. Benukoi moBHOi Mozeni (LLM) — i reHepartii TEKCTY.

2. Mopueni TematuaHoro MozemoBanHs LDA [9] — i po3mMpeHHs KITFOYOBUX CITiB

1 OLIIHKY TEeMaTUYHOI PENIEBAHTHOCTI.
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3. LanguageTool [8] i3 BIOCKOHaJIEHUMH MpaBUJIAMU — JUIS BUSBJICHHS Ta
BUITPABIICHHS IPaMaTUYHHUX ITOMHUJIOK.
et migxix m03BOJsiE 3a0E3MEUUTH BUCOKY SKICTh, 3MICTOBHICTh Ta TpaMaTHYHY

NPaBUIBHICTh 3T€HEPOBAHUX TEKCTIB YKPaiHCHKOI MOBOIO [4].

User Pipeline LDA Model LLM Model LanguageTool

Input topic, |
keywords, chapter |

N ,__l Search for
i Input ceta '| relevant keywords

Input with extended [
keywords

rl Inference

Generated text [«

>|| Correction \

Corrected
document

N Relevance
'| evaluation

Final document with|_
relevance score |

Pucynox 1. Cxema 3anipOIIOHOBAHOTO METOLY

KitodoBi cnoBa, 3aiaHi KOpUCTyBaueM, MojarThes y Mozaenb LDA. Busnavarotbes
HaWOLIBII peIeBaHTHI TEMU Ta CIIOBA 3 BUCOKOIO TEMAaTUYHOI WMOBIPHICTIO, SIK1 IOAAIOTHCS
JI0 TTOYaTKOBOTO crUcKy. OCHOBHUM NMPHU3HAUYEHHSM I[bOTO €Taly € PO3LIMPEHHS KOHTEKCTY,
mo OyJe BUKOPUCTAHO MiJ yac reHeparii Tekcty. HaBuena Mozienb JJaTEeHTHOTO PO3MILLIECHHS
Hipixyie MicTUTh Habip TeM, KOXKHA 3 SIKUX, Yy CBOIO Yepry, CKIaJaeThbcs 3 Map CIiB Ta iX
BaroBHUX KOEQIIIEHTIB, 1110 BU3HAYAIOTh 1X MPUHAIEKHICTh 10 TeMH [4].

s koxHoi Temu T; B mMozeni 3 N TeM po3paxOBYEThCS OLIHKA PEJIEBAHTHOCTI Ha

OCHOBI TONEPEHBO 3a1aHNX KiIt04oBuUX ciiB K. Tloznaunmo j-te cinoso y temi T; sx W ;, a sk
p;,j TIO3HAYMMO BiJIOBIHY HMOBIPHICTh (MPHHAIIEKHICTB) IBOTO cloBa y Temi. Toxi oninka
peneBaHTHOCTI S; /Ui TeMu T; po3paxoByeThes 3a popmyoro (1).

Si = Zw, e kPij (1)
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Bubip Tem BinOyBaeThbCs Ha OCHOBI TONEPEAHHO BCTAHOBJIEHOTO IOPOTOBOTO
snadenns topic_threshold. Tema BkitoyaeThest 10 HAOOPY KAHIMIATIB JJIs1 PO3LIMPEHHS SKIIO
il OIliHKa peJIeBaHTHOCTI S; € OUIBIIOIO 3a MOPOTOBE 3HAYEHHS, 1[0 BUPAKEHO Y hopmyii (2).

SelectedTopics = {T; |S; > topic_threshold} (2

Hacrymaum kpokoM € BuOip CiiB i3 BUAUICHHX TEeM JUIS PO3IIMPEHHS CHHCKY
KIIFOYOBHX CIiB. s KOxKHOT 00panoi Temu T; po3risaiaroThes BCi ii cnosa W j Ta ix WMOBIp-
HOCTI p; j. Ha 1iboMy eTami Tako) BCTaHOBIIHOETHCS Moporose 3HadenHs Word_threshold, mo

BUKOPUCTOBYETHCS IS BIAbTpaIlii ciaiB y Mexax Temu. Habip po3mmpeHux KIFOYOBHUX CIIiB

E; 3 Temu T; Bu3Ha4yaeThes 3a popmyiioro (3).

E; = {W;; |p;; > word_threshold} (3)
Takum unHOM (HOPMYETHCS CITMCOK TOAATKOBUX KITIOUOBHUX CIiB E 3a dhopmysoro (4).
E = i|T; € SelectedTopics U E; 4)

Pe3ynbTytounii CUCOK KIIFOYOBUX CIIiB ()OPMYETHCS MUIAXOM 00’ €IHAHHS IOYATKO-
Boro K ta moparkoBoro E HaGopiB.

@iHaIBHUM €TaroM MiArOTOBKH Ha0OPY BXiMHUX JaHUX s TpeHyBaHHs LDA mozmeni
€ nepeTBopeHHs Yy Mozenb “Bag of words” [10]. Bin BkiItouae cCTBOpEHHs CTPYKTYpU JAHHUX,
Jie TeKCT TPEeACTaBICHUI K Habip ciiB 0e3 30epexeHHs iHpopmaii Ipo MOPsIIOK TOKEHIB y
JTOKyMeHTI. [18]

Ha nactymHoMy Kpotii BiiOyBa€eThcs TeHepallis TEKCTY 3a JIOTIOMOTO0 BETTMKOI MOBHOT
MOJIeJIl Ha OCHOBI BX1JIHUX IapaMeTpiB, 110 BU3HAYAIOTh KOHTEKCT. [IpuHuIMN poboT Takux
MoJeNiell HoJsirae 'y reHepanii HNpOJOBXKEHHS s BXIHOTO TEKCTy. TakuMm 4YMHOM, Jis
BUKOHAHHS I[bOTO €Taly TMOTPiOHO MpHBECTH HAOIp BXIAHMX IapaMeTpiB JO IMPOCTOTO
TEKCTOBOTO MPEJICTaBIEHHs 3anuTy (prompt).

BxignHi napamerpu:

— TeMma;

— KIJIIOYOBI CJI0Ba;

— Ha3Ba pO3LTY.

Bonu tpanchopmyrotsest y crpykrypoBaHuit npomnt “<TOPIC>topic</TOPIC>|
<KEYWORDS>keywords</KEYWORDS>|<CHAPTER_NAME>chapter</CHAPTER_NAM
E>”, ne TOPIC Ta CHAPTER - 1ie BiAMOBiIHI 3HaY€HHs BX1IHUX MMapaMeTPiB TEMHU Ta HAa3BU
pozainy, a KEYWORDS — ne mnepeniueHi uyepe3 KOMy KIIOYOBI ClIOBa 13 pe3ysbTary
BUKOHAHHS TIONIEPETHHOTO ETAITy.

Hanpuknan B pedenHi «Xioneys, cmynugwu Kpok, nobauuna 0yoientoy. BUSIBISAETHCS
MOPYIIEHHS: MPUCYJOK XKIHOYOTO POAY, MIAMET — 4YOJOBIHOro. 3ajaHe NpaBuwio (popmye
BUIIPABJICHHSA: 3aMiHa “Tlo0aunia” Ha “moOauuB’.

Ha mactymHOMy eTami 371HCHIOETHCSI OIlIHKA BIATIOBIAHOCTI 3T€HEPOBAHOTO TEKCTY
Habopy KITFOUOBUX CIIB, 0 OYyB 3aJIaHUA KOPHCTYBaueM Ta po3mIupeHuil. J{is oOuncieHHs
[IbOTO 3HAUEHHS BUKOPHUCTOBYETHCS Ta X cama HaTpeHoBaHa LDA wmopens, mo # s

PO3IIUPEHHS CIIUCKY KIIOYOBUX CIIIB.
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ANTOpPUTM 3HAXO/DKCHHS PEICBAHTHUX TEM MOKHA BHUPA3UTH 32 JOMOMOTOK Marema-
tyHol Mopeni. Hexallh K - MHOMKMHA KIIOYOBHMX CJiB, 1 T - MHOKMHA TEM, IO MICTATHCA
y LDA moneni. CBoero ueproro, koskHa rema T; MICTUTS j citiB W ; 3 BIINOBIAHUMA HMOBIPHOCTSI-
MH p; j. DYHKIIIO BIIOOPaKEHHS KIFOUOBOTO CiioBa k € K na Temy T; y CyMy MWMOBIPHOCTE P);

JUTSL KOYKHOTO BXOKEHHS Kk y T MOkHA BUPa3UTH y BUTIIsII hopmyn (5).

fhT= > wy 5)
(Wijpij)ET W=k
BukopucroByroun  ¢GyHKImiF0 f  CTBOPEHO  CIIOBHHK  PEJICBAaHTHUX  TeM
keywords_relevant_topics, sik HaBeneHo y ¢popmyii (6).
keywords_relevant_topics|[T;] = Yrecx f(k, T;),VT; €T (6)
ITocnimoOBHICTh KpPOKIB JJIsi OOYMCIICHHS OIIIHKHM BIIIMOBITHOCTI TaKOX 3amucaHi y
Burisial popmyin. Hexait D - mokyMeHT, OLIHKY pEJIeBAaHTHOCTI SIKOTO MOTPIOHO BU3HAYMTH.
Toxni T; € nabopom teM, ki LDA mopnens BU3HauMiIa pelieBaHTHUMHU JJIsl JOKYMEHTA, IO
BUpakeHo y dhopmyuii (7).
(Ta,wq) = LDA(D) (7)
KokHa 3 BU3HAYEHUX PEIEBaHTHHUX TeM Ty; Mae BiIIOBIIHY Bary Wy; Ul aHAJIi30Ba-
HOTO JOKYMEHTY. ToJli JUIs KOXHOI 13 BU3HAYCHHUX PEJICBAHTHHX TEM TEKCTY BH3HAYAEMO Il
BKJIQJ] Y 3arajibHy OI[IHKY BIIIOBIJHOCTI TEKCTy 3a JOMOMOTOI (YHKIIi g, IO BHPaXCHO
y popmyui (8).
g(Ty;, keywords_relevant_topics) = wy; *
keywords_relevant_topics[T,;], VT, € keywords_relevant_topics  (8)
Takum ymHOM, 3arajbHa OLlIHKA Sp BIAMNOBIAHOCTI AOKYMEHTY 3aJaHOMy Habopy

KITFOYOBHX CJIIB OOUUCITIOETHCS 32 OPMYIIOH0:

Sp = ZTdi eTy 9 (Tdi,keywordsrelevantmpics) 9)
KomOiHarist TeKcTy 3 OOUMCIIEHOIO OLIIHKOIO BIJIIOBIIHOCTI € pe3yIbTaTaMi BUKOHAHHS
OCTaHHBOT'O KPOKY Ta MOBUHHA OYTH MOBEPHEHA KOPUCTYBauy y SKOCTI (hiHAJIBHOTO PE3yJIbTaTy

po6otu cucremu [18].

Po3pobka nporpamuoro 3ade3neyeHHsi reHepauii TeKCTIiB

ApxiTekTypa peani3oBaHa 3a MOIYJIbHUM IPUHIIUIIOM 3 MIKpOCEPBICaMH, KOXKEH 3 SKUX
BHKOHYE OKpemy (yHKIito [4].
OCHOBH1 KOMIIOHEHTH:
— LLM Server — REST-cepBep renepariii TeKcTy 3 MiATPUMKOIO MOJETCH:
1. GPT-3.5-turbo (uepe3 OpenAl API [14]),
2. LLaMA 3-8B (mokamsHo Ha Google Colab [16] i3 onrtumizamiero PEFT +
QLoRA).
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Pucynox 2. ApxitekTypa mporpaMHOTo 3a0e3MeYeHHS

— LDA Server — cepBep, CTBOPEHHI 3a JOMOMOI0OI0 MOBU MporpamyBanHs Python
3 [5], mwo peamnizye:
1. Po3mmpeHHs KIFYOBHX CIIB 3a I0OMOrorw HaBueHoi LDA-moperni;
2. OOuHCICHHS TeMaTUIHOI PEIICBAHTHOCTI 3T€HEPOBAHOTO TEKCTY.
— LanguageTool — wmoaudikoBanuii Java-cepBep s MEpPEBIPKA TIpaMaTHKH,
JIOIIOBHEHUIA:
1. HoBum THIOM IpaBwi, mo 0a3yIOThCS HA CHHTAKCHYHUX 3aJICKHOCTSX;
2. Ilinkmouenusm ao Dependency Parser uepe3 APIL.
— Corrector — Momyb, 0 BHOCUTH BHIIPABICHHS 710 TEKCTY 3TiAHO 3 BUSBICHUMHU
MOMHJIKAMH.
— Dependency Parser — Python-cepsep Ha ocuoBi spaCy [7] 3 MoaemIo
uk_core_news_lg ist BUSBJICHHS CHHTAKCUYHHX 3aJICKHOCTEH Y pEUCHHSX.
— Workflow Server (Apache Airflow [12]) — KOMMOHEHT, IO KOOPAUHYE
BUKOHAHHS BCIX €TaIliB reHeparii.
— Database (PostgreSQL [17]) — n1st 30epekeHHsI 3aMuTiB, 3reHEPOBAHUX TEKCTIB,
OIIIHOK PEJICBAaHTHOCTI.
— DAG Bucket (Google Cloud Storage) — 36epirae DAG-¢aiinu ans Airflow.
Jlyist reHepartii BUKOPUCTOBYFOTHCS:
— GPT-3.5-turbo — uepe3 OpenAl API (dpopmar: JSONL, role-based).
— LLaMA 3-8B — nokanbHO HaTpeHOBaHA 3 BHKOpHUCTaHHsM transformers, peft,
bitsandbytes, accelerate, trl.
HaGip mammx ms fine-tuning cdopmoBanmii 13 moHam 57 THC. JOKYMEHTIB 13
cymapHuM 00’emoMm noHa 100 GB (no kouBeprariii), orpumanux i3 noprany ELA KPI [13].

[Ticnst 06po6ku 6yso crBopeno JSONL-daiinu, 1e KOHTEKCT 1 TEKCT Oy PO3JILIeHI.
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Jlis BUMNpaBIEHHS TpaMaTUYHUX [MOMHJIOK Y 3T€HEPOBAHOMY TEKCTI BHKOPHUCTO-
ByeThCs iHCTpyMeHT LanguageTool, o ctaHoM Ha MOTOYHHMIA MOMEHT MicTHTh 1191 mpaBuio
JUISL TIEPEBIPKU Ta BUIIPABJICHb TEKCTIB YKPaiHCHKOI MOBH, MiJITPUMYE HOBUM THII MIPaBHJI Ha
0a3i 3aexHocTel, BUKopucToBye spaCy [6] anst moOyaoBU aepeBa 3ale:KHOCTSH PeUeHHS Ta
BuKopuctoBye Oibmioreky JEXL [11] mns Bamimamii rpamMaTMyHUX — BIAMOBITHOCTEH
(Hampukiaja, pody miamera i mpucyaka). [IpaBuia ayig 1poro iIHCTpyMEHTY MOXHA 3a/1aBaTu
nekinapaTuBHO y dopmati XML abo HampsiMy, HajgaBmu Java iMIuieMeHTamiro. BXimHumu
JaHUMH Ha I[bOMY €Tali € 3rCHEPOBAHHMI BEIMKOI MOBHOIO MOJICIUII0 TEKCT, TOMAl SK
BUXIJITHUIMH — BUIPABICHUN BIINOBIAHO 10 3amaHuX mpaBui TekcT [18]. 3acTrocyBaHHs
naHux 010i0TeK a1t 0OpoOKH YKpaiHOMOBHMX TEKCTIB Ta MiAXOLy A0 0OpOOKH HAIABEITMKUX
MacHBIB JaHUX JI0Ope 3apeKoMeH 1yBaB ceoe B cratTi [19].

Jlnst po3mmpenHs MoxIMBocTer iHcTpymenTy LanguageTool Oyio npuiHATO pimieHHs
po PO3pOOKY HOBOTO THIY MPABWJIA, B OCHOBI SKOTO JIGKUTHh BUSBJICHHS 3aJIKHOCTEH MiXK
YJieHAMU pEYEHHS, IO € TMOLIUPEHOI 3a7ayer0 OOpOOKM MPHPOIHOI MOBHU. 30Kpema,

iHCTpyMeHT spaCy MiATpuMye BUKOHAHHS i€ 3a1a4i ISl TEKCTIB YKPAiHCHKOIO MOBH.

ExcniepuMeHTaIbHI 10CTiIZKEHHSI PO3P00JI€HOr0 MPOrpaMHOro 3ade3neyeHHs

OCHOBHOIO METPHKOIO TEPEBIPKU SKOCTI PO3POOJICHOTO METOAY € OIliHKa BiIOBIJ-
HOCTiI 3T€HEpOBAHOTO TEKCTYy HAOOpy KIIOYOBHX CIiB. 3MIHHUMHU MapaMeTpaMu IMiJl 4ac
JIOCJTIJDKEHHS €(DEKTUBHOCTI €:

— BHUKOpPHUCTAaHAa MOJENb: SIK y PO3pi3l CIMEHMCTB, TaK 1 3a O3HAKOIO JI0JIATKOBOIO
tpenyBanHs (fine-tuning);

— BKJIIOYEHHS KPOKY PO3LIMPEHHS Ha0Opy KIIOUOBHUX CIiB; Pe3ynbraTu mpoBeIeHHS
eKCIIepUMEHTIB ITpHUBEACHO Yy Tabu. 1.

3a pe3yabpTaTaMu eKCIIEPHUMEHTAITBHOTO JOCIIHKEHHS 0aurMo, 10 TPEHYBAaHHS MOJEIeH
MO3UTHBHO BIUIMBAE HA SKICTh 3T€HEPOBAHOIO TEKCTY B poO3pi3l HOro BiANOBIAHOCTI KIFOUOBUM
crnoBamMU. TakoX MOKPAIIEHHIO Pe3ysbTaTiB CIPHUsS€E BUKOPUCTAHHS 3allPOIIOHOBAHOTO y METOI
KPOKY PO3IIMPEHHs HaOOpy KIIFOUOBUX CJiB. BakMBO 3ayBakuTu, IO IIeH €Talm METOJy Mae
MO3UTUBHUN BIUTMB SIK JIJISl OIIIHKM PEJIEBAHTHOCTI 13 BUKOPUCTAHHSM 0a30BOrO HabOpy, Tak
1 pO3LLIMPEHOTO.

O6unsi monmemi GPT i LLaMA mnpoaeMoHCTpyBaidu €(peKTHBHICTh, OJHAK HaBiTbh
6a3oBa mojnenib GPT BusiBUiIach MOTYXXHINIOK 3a TpeHoBaHy Mojens LLaMA, nporte npyra
BUSIBUJIACS OUTHIIT THYYKOIO JIJIsl JIOKQJTLHOTO BUKOPHUCTAHHS Ta MOKa3aia OUTBIINN BiTHOCHHUMA
npupicT Big mporiecy fine-tuning.

IIo * cTocyeTbcs KIIbKOCTEH BHUMPABICHUX MOMUIIOK, TO y OUIBIIOCTI BHIAIKIB
JI0JJaTKOBE TPEHYBAHHsS MOJIENI MPOBOKYE DICT 1i€i MeTpukH. Lle MmosCHIOETbCS AaHUMMU, 13
BUKOPHCTAHHSM SIKUX TPOBOAUTHCS Tporiec fine-tuning, a/pke MOaens 371aTHA BOMpaTH B cede

HE TUIbKM KOPHCHI 3B’SI3KM 13 TPEHYBaJIbHOIO KOpHycy, a ¥ 1HmI #Horo crenugiyHi
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0COOJMBOCTI, cepel SIKUX MOXYTb OyTH TMOMWIKH pizHoro poxy. Ha puc. 3 mpuBeneno

ricrorpaMmy KiJIbKOCTI ITOMHUJIOK JIJII KOJKHOI 13 JTIOCITIDKYBAaHUX KOMOIHAITIH.

Tabnuys 1.
Pe3yiabTaTH ekciepuMeHTIB HA BilOBIAHICTH
HasaBHicTh Ouinxa )
peJieBAHTHOCTI /
KpoOKYy . . .
- KinbkicTs oliHKa
CimeiicTBO PO3MIMPEHHS Yac .
N Mopean BUIIPABJIEHH | PeJIeBAHTHOCTI
Mojiesel CIIUCKY podorm, ¢
X MOMMJIOK ISt
KJIIOYOBUX
. PO3LIHUPEHOr0
cJaiB
CIIHCKY
Tak 50 2 0.0093/0.1614
gpt-3.5-
turbo-1106
Hi 20 0 0.0080/ -
GPT
gpt-3.5- Tax 57 4 0.0124/0.1816
turbo-
1106-ft Hi 30 0 0.0072/ -
Llama Tak 96 7 0.0036 / 0.0638
3.8B
Instruct Hi 81 6 0.0038 / -
Llama
Llama Tax 108 15 0.0048/0.1061
3.8B
Instruct FT Hi 95 18 0.0023 / -

Sk O6auMMo 13 HaBeACHUX IpadidHUX MaTepianiB, HEMA€ SIBHOI KOpeNswlii KUIbKOCTI
MOMMJIOK 13 HAasIBHICTIO KPOKY pO3IIMpPEHHS Habopy KIo4YoBHX ciiB. HaTtomicTh MokeMo
MOMITHTH, IO I METPUKA € 3HAYHO BHINOIO JIJIs ciMericTBa Llama, 1m0 3HOBY MiATBEPIKYE
nepesary GPT y sikocri.

Takoxx ans mocHiKeHHS e(QEeKTUBHOCTI PO3pOOJEHOro MPOTOTUITY IPOTrPaMHOTO
3abe3neueHHs OyJo MPOBEACHO PsiJi €KCIIEPUMEHTIB 13 PI3HUMH MOJENSMHU Ta KOHQIrypauisiMu
3 METOI0 BCTAHOBJIEHHS Yacy BHUKOHAHHS K KOXKHOTO eTaly, Tak 1 MHpoIecy B IUIOMY.
JocnimxkeHi cueHapii npeacTaBieHi y Tadm 2.

Bapro 3a3HaunTH, 1Mo An8 BCIX €TamiB, TPUBANICTh SKHX HE IEPEBHILYE OIHI€i
CEeKYH/IM, YaC BHECKY B CyMapHy TPHBAJIICTh BHUKOHAHHS BBaXKA€TbCS CTAJOI0 BEIMUYHMHOIO

i cknamae 0.5 cekynau. Pe3ynbTaTsl BCiX JOCHIIIB MPUBEICHO B Ta0II. 3.
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B Bes poausipsEnHn wabopy KiscuoBin Chis

15

-

- E3

W 13 pospEHHAL HASOEY KNKRMOER CIE

GEl-3.5:urbo-1106

gpt=3. 5-burbo- 11061

Liama 3 BE Irstnuct

Magens

Liama 3 88 instruct FT

Pucynox 3. 3anexHicTh KUIBKOCTI TOMHJIOK BiJl MOJIENI 1 HAOOPY KIFOYOBHX CIIB

Tabnuys 2.
Hocaimzkeni cuenapii
Homep cuenapiro Buxopucrana LLM | Po3smmpenHss Habopy K/JI1H040BHX CJIiB
1 GPT BUMKHEHE
2 GPT YBIMKHEHE
3 Llama BUMKHCHE
4 Llama yBIMKHEHE

Tabauys 3.
Pe3ysbTaTn npoBeeHNX eKCIIEPUMEHTIB
TpuBanicrs | Tpusajicrs | Tpusajicrs | Tpusaiicts
Kpox / Onuc cuenapiro cueHapiio cueHapiro cueHapiio cueHapiio
Nel, ¢ Ne2, ¢ Ne3, ¢ Ned, ¢
Cny»x00BHi1 KpOK <1 <1 <1 <1
necepianizalii napameTpy
Mozenl
Pozmupenns nabopy <1 1 <1 <1
KITFOYOBHX CIIIB
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3axinuenns maba. 3

TpusaJgicrs | TpuBadgicts | TpuBadgicts | TpuBaJjicrs
Kpox / Onuc cuenapiro cLeHapilo cLeHapiio CLeHapilo CLeHapilo
Nel, ¢ Ne2, ¢ Ne3, ¢ Ned, ¢
I'enepariist TeKCTY 11 12 62 64
[Momryk Ta BUMpaBIEeHHS 1 2 3 3
TIOMUJIOK
O1iHKa BIIMOBIAHOCTI 4 28 3 26
30epexeHHs pe3yJIbTaTiB <1 <1 <1 <1
CyMa BUKOHaAHHS BCiX KpokiB | 17.5 44 69.5 95
3aranbHHI YaC BUKOHAHHS 30 57 81 105

I3 oTpuManux naHuX poOMMO BHCHOBOK, 1110 YBIMKHEHHSI KPOKY PO3IIUPEHHS HAbOpy
KIIFOYOBHX CIIIB BIUTMBA€E HacaMIepe]l Ha TPUBAIICTh BUKOHAHHS €TaIly OLIIHKU PeJIeBaHTHOCTI
TekcTy. OKpiM IIbOTO, TIOMITHA CYTT€BA PI3HUI B TPUBAIOCTI TeHepanii Tekcty Mk GPT ta
Llama, mo 3yMoBiIeHa BIIMIHHOCTSIMH CEPEOBHUII] PO3TOPTaHHA. Pe3ynbpraTi ekcriepuMeHTy
TaKO0X BKa3yIOTh Ha HAsBHICTb NMEBHUX HAKIAJIHHUX BUTPAT, II0 BUPAKEHO PI3HUIECIO Y CyMi
TPUBAJIOCTEH BUKOHAHHS KOXKHOT 13 3a/1a4 Ta 3arajJbHUM 4acoM BUKOHaHHs mpouecy [18]. Lli

BEJIMYMHU, a TAKOX BIJHOIICHHS MI>K HUMH, ITPEJICTABIICHO HAa pUCYHKaX (4, 5).

B Tpusanicts kopucHux obumcneds [l] TpusanicTs HaknagHux BuTpar

Cuenapiii Nel

CueHapili No2

CueHapiii Ne3

CueHapili No4

o

25

50

—
F
F

75

100

P UCYHOK 4. TpI/IBaJIOCTi KOpUCHHX 0OYHCIICHb Ta HaKJIaIHUX BUTPAT
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B KopucHi o6uncnenHs [] HaknagHi BuTpaTw

CueHapii Nel 58,33% 41,67%

CueHapiii No2

CueHapiii Ne3 85,80% 14,20%

CueHapiii Ne4

0% 25% 50% 75% 100%

Pucynox 5. BigHouieHHsI KOPUCHUX OOYUCIICHD /10 HaKJIaJHUX BUTPAT

3 HaBeseHUX Bi3yanizauiil 0yno 3po0jeHO BUCHOBOK, L0 XOY HaKJaJHI BUTPATH Ta
IOPUCYTHI B CHUCTEMI, IX TPHUBAJICTh € 3A€OUIBLIONO CTAJIO0, a BIAHOIIEHHS 10 KOPHUCHUX
00YHCIICHb 3MEHINYEThCS 31 30UIBIICHHSM HaBaHTAKEHHS HA CHCTEMY. 3arajioM Taki BUTPAaTH
MOJYKHA TOSICHUTH BHYTPIIIHBOIO KOMYHIKami€0o MK KomrmoHeHTamu Apache Airflow B
MerKax KJIacTepa Ta 3aTpaTaMH Ha MiJIrOTOBKY CEpPEIOBUIIA 10 BUKOHAHHS MIPOIIECY.

BucHoBku

Y po6oTi po3pobiIeHO0 METO; ] TeHeparlii TeKCTIB YKPaiHCHhKOI0 MOBOIO HA OCHOBI TaKUX
eTaliB K pO3IIUPEHH Ha0Opy KIIOUOBHX CIIIB, T€Hepallis MepBUHHOIO TEKCTY, BUIPaBICHHS
rpaMaTUYHUX MMOMUJIOK Ta OLIHKM PEJIEBAaHTHOCTI 3r€HEPOBAHOI0 TeKCTy Ha ocHOBI LLM Ta
LDA monenei.

[pencraBieHo apxXiTeKTypy NpOrpaMHOTrO 3a0e3leueHHs, 3aCHOBaHY Ha MiKpOCepBic-
HOMY minxoni Ta BuKopHucTaHHI Apache Airflow s kepyBaHHS poOOYMMHM IpOLIECAMHU.
Po3pobneno nporpaMHe 3a0e3NeueHHs, 10 aBTOMATH3ye MpoLec TeHepallii TeKCTy Ha OCHOBI
3a7aHOi TEMH Ta KIFOUOBMX CIIB, i3 TOAAIBIIAM BHIPABICHHSIM TIpaMaTHIHUX TOMHIIOK.
Y Mexax JociipkeHHS BUKOHaHO fine-tuning momeneit GPT-3.5-turbo ta LLaMA 3-8B nHa
OCHOBI HONEPEHBO 310paHOro Habopy JaHUX YKPAiHCHKOIO MOBOO. B sikocTi 3aco0y mepeBipku
rpaMaTHKU TEKCTIB YKpaiHChKOIO MOBOIO BukoprcTano LanguageTool, skuit 6yno moaugikoBaHO
JIOTaBaHHSAM HOBOTO THUITYy TIPABHJI, IO BPAXOBYIOTh CHHTAKCHYHI 3aJISKHOCTI MDK CIIOBaMH.
VYV sxkocti Mopdoanamizatopa BukopuctaHo 0i6mioreky SpaCy. IIporpamue 3a Oe3meucHHS
MPOJIEMOHCTPYBAJIO BUCOKY SIKICTh T€Hepallii, peJIeBaHTHICTh CTBOPEHUX TEKCTIB 10 TEMATHKU Ta
3[aTHICTh BUSIBJISITH CKJIAJIHI TPaMaTHYHI TIOMUJIKU, 30KpeMa IIOMUIIKU Y3TOJKEHHSI.

ITpoBeneHo nocmikeHHS €()EeKTHBHOCTI BHKOPHCTAHHS BEIMKHX MOBHHX MOJENEH

y MO€THAHHI 3 MOP(OJIOTIYHAM aHATI30M Ta TEMAaTUYHUM MOJICTIOBAHHAM JUISI 33/1a41 TeHepartii
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YKpaiHCbKOMOBHHMX TEKCTiB. BUsBIEHO, IO TpeHyBaHHS MOJeNeH MO3WTHBHO BIUITMBA€E Ha
SKICTh 3TE€HEPOBAHOTO TEKCTY B pO3pi3l HOr0 BIAMOBIIHOCTI KJIIOYOBHM CIIOBaM. Takox
HOJINIIEHHIO Pe3YNbTaTiB CIPHUsI€ BAKOPUCTAHHS PO3IIUPEHHS HA00PY KIIFOYOBUX CIIiB
OTtpumani pe3yabTaTd MOXKYTh OYTH BHKOPHCTaHI Ui MOOYJOBM IHTENEKTYaIbHHUX
CHCTEM aBTOMATH30BAHOTO CTBOPEHHS KOHTEHTY YKpPAiHCHKOIO MOBOIO B cdepax OCBITH,

Meia Ta JOKYMEHTOO0O0Iry.
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